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ABSTRACT

In-space robotic operations can revolutionize the way in-
orbit missions are approached. Being able to refuel, fix,
upgrade or even assemble a satellite paves the way to a
sustainable use of Earth’s orbits. Achieving such oper-
ations is challenging due to the inherent constraints of
space operations. One of the main challenges is the sim-
ulation to both prepare and monitor in-orbit mission. In-
deed, it is essential for the operator to visualize the oper-
ations, beforehand, to anticipate potential problems and,
during the mission, so that he rapidly spots when an un-
expected behaviour occurs and easily understands how to
fix the potential issue. A relevant solution to address this
problem is to develop a simulated digital twin of the sys-
tem in orbit. Magellium is currently working on such a
tool’s development.

Key words: In-obit robotic operations; Simulation; Digi-
tal twin.

1. INTRODUCTION
1.1. Context

With the growing number of satellites (whether opera-
tional or defunct) orbiting Earth, new challenges have
emerged in recent decades. How can we safely de-orbit
obsolete satellites? How can we ensure the proper main-
tenance of those still in service? Robotic in-orbit opera-
tions provide promising answers to both issues. Robots
could, for example, dismantle satellites that are no longer
functional, or integrate new components into active ones
to extend their operational lifetime. They could also play
a key role in assembling large structures directly in space.
A fully automated station for in-orbit experiments can
even be considered to replace the|International Space Sta-|
[tion (ISS)| after the end of its operational life in 2030. De-
spite this potential, such robotic interventions remain rare
today because of the significant constraints of space envi-
ronments. This underlines the importance of developing
reliable methods to simulate viable robotic missions from
Earth and to supervise their execution once deployed.

To solve this issue, Magellium has developed, for the last
5 years, a framework named [Ground station Architecture]

[for In-space Assembly (GAIA)| This framework, com-
posed of modular components, aimed to provide a set
of simulation-based tools to prepare and monitor in-orbit
robotic operations for assembly or servicing by multiple
robots.

1.2. GAIA overview

The GAIA framework pursues two main goals. On the
one hand, it plays a key role in mission design by validat-
ing the|Concept of Operations (ConOps)|through simula-
tion. On the other hand, it supports the mission execution
by supervising operations through a digital twin. Conse-
quently, this framework is relevant at two distinct stages:
(1) the ground preparation phase before launch and (ii) the
in-orbit activities phase during the mission. In addition,
the framework is conceived to be modular and adaptable,
making it suitable for a wide variety of space missions. It
is based on the ROS2 middleware [/1]].

As the focus of this manuscript is more on the simulation
and digital twin, only a brief description of each com-
ponent of is provided below but more details are
available in Bazerque et al. [2]. The different
and their interfaces are presented in Fig|I]

1.2.1. Mission preparation

The main purpose of the Mission Preparation is to
support the design of the mission scenario. It is structured
around three core elements:

* Simulation Framework: This component provides a
3D virtual environment that accurately reproduces
mission conditions. Its objective is to act as a test
bench, allowing the validation of operational safety
before deployment in space. More details about this
tool are provided in section

* Robotic Framework: This module contains all the
software capabilities needed to interpret and execute
sequences of operations. Since the Ground Segment
must accurately reflect the Flight Segment, the skill
libraries (sequencing, motion planning, perception)
must be identical to those onboard. However, they
may rely on different middleware. To address this,
the Robotic Framework integrates a communication
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Figure 1:|GAIA|architecture.

bridge that translates messages between the Ground
Segment and Flight Segment middleware formats.

Mission Preparation |Graphical User Interface]
[(GUL)} This graphical interface allows the opera-
tor to launch and monitor the mission preparation.
Through it, the operator can fully control the execu-
tion of test sequences—pausing them, running them
step by step, or stopping them to load an alternative.
The main goal of the Mission Preparation Frame-
work is to equip operators with monitoring and con-
trol tools that help them refine and validate an ap-
propriate sequence of operations.

1.2.2. Mission control

The Mission Control [BB] is the component that en-
ables communication with the Flight Segment (in-orbit
or ground-based, real or virtual). The operator provides
a sequence of actions (a|Behaviour Tree (BT)| for exam-
ple), which the Mission Control [BB]interprets and trans-
lates into unit commands compatible with the Flight Seg-
ment middleware, using the same communication bridge
as in the Robotic Framework. Once executed, the result-
ing telemetry is processed and displayed through moni-
toring tools, such as the status panel and the digital twin,
to give the operator a clear overview of system state.

1.2.3. Digital twin

The[GATA|framework includes a software component de-
signed to help the operator visualize the execution of the
robotic operations at the Flight Segment level and to re-
spond in case of anomalies. This capability is essential
for in-orbit demonstrations, where direct visual inspec-
tion of the spacecraft is impossible. The Digital Twin|[BB]
aims to serve as a highly realistic replica of the onboard
environment, supporting both the validation of upcom-
ing operation sequences and the monitoring and analysis

Figure 2: Simulation in Webots of the [In-Orbit Demon-
stration (IOD)|in the contexte of the BPI-DEMARLUS

project.

of executed ones. To achieve this, the status of each sys-
tem components is updated based on the received teleme-
try during each visibility window. Additionally, it of-
fers the possibility to replay operation sequences for post-
analysis. In such cases, the digital twin functions primar-
ily as a visualizer rather than a simulator, since no physics
engine is needed for replay. More details about the digital
twin functioning are available in section [3]

1.3. Past and current projects

was developed and used over different projects:

* ESA-ISAAC: This project, which ended in Febru-
ary 2025, aimed a ground demonstration of a large
structure assembly by a multi-arms robot on a float-
ing bed. Magellium worked on the simulation of the
the mission control [GUI| and a tool to validate
the robot’s arms trajectories for the ground demon-
stration.

* BPI-DEMARLUS [3]: This project, which ended in



Figure 3: Comparison between the simulation (on the
top) and the real demonstrator (on the bottom) in the con-
text of the BPI-DEMARLUS project.

January 2025, targetted the assembly of an antenna
composed on 6 tiles using 3 robotic arms on ground.
Magellium provided the simulation for both the[[OD]
(see Fig[2) and the final ground demonstration (see
Fig[3) along with the motion planning skill, the mis-
sion control[GUI|and a first version of a digital twin.

» HE-EURISE [4]: This project, which is expected to
end in December 2025, aimed a ground demonstra-
tion of a set a functions useful for in-orbit opera-
tions (refuelling, assembly and testing). Magellium
designed the simulation, the digital twin and the per-
ception skill as part of this project.

2. SIMULATION FOR MISSION PREPARATION
2.1. Concept

As quickly explained in section [[.27]] in the simulation,
the whole demonstration setup is virtually reconstructed
to allow the operator to validate the and to test
the Flight Segment software.

In more detail, the simulation encompasses a set of tools
for modelling the key mission elements, both in terms of
dynamics and graphics, based on the operator’s inputs.
For each simulated object, the operator needs to specify
the:

* Graphical description: objects geometry and tex-
ture, required in particular for vision algorithms.

* Physical description: parameters such as mass, iner-
tia matrix and bounding box, used for contact com-
putations.

The simulation also offers 3D visualization of the scene
with interactive tools to navigate, move objects, change
the lighting conditions and access or modify the state in-
formation about any simulated component. Sensors and
actuators can be integrated into mission elements, with
support for a wide range of devices: RGB and depth cam-
eras, accelerometers, gyroscopes, force/torque and con-
tact sensors. Actuators include all sort of motorized joints
(hinge, slider, ball joints) for robotic arms, lighting sys-
tems and locking mechanisms to simulate standard inter-
face behaviours. The simulator can be extended to repre-
sent mission-specific sensors and actuators. In addition,
analysis tools are provided to log and display telemetry
data generated during the simulation.

2.2. Technical choice

From a technical point of view, in the framework,
the simulation is implemented using Webots [5]. We-
bots is a robot simulation software developed since 1998
by Cyberbotics Ltd.. It is widely used in industry, edu-
cation, research, and numerous EU-funded projects. In
December 2018, it was released as free and open-source
software under the Apache 2 license. The simulator pro-
vides an extensive library of robots, sensors, and actua-
tors commonly employed in robotics, with the possibility
to extend and model additional devices. Webots relies
on a custom physics engine built on the Open Dynam-
ics Engine (ODE) and a rendering engine (WREN) based
on OpenGL for realistic visualization. Each simulated
element is associated with an executable called a “con-
troller” which manages its sensors and actuators. This
design emulates the behaviour of hardware driver com-
ponents in real robotic systems.

2.3. Building process

A simulation building process requires accurate
[Computer-Aided Design (CAD)| models of the scene to
emulate.

[CAD] models are detailed 3D representations created us-
ing parametric surfaces, commonly used for precise man-
ufacturing and engineering purposes. The mechanical
team in charge of providing the hardware generally al-
ways works with this type of format and can provide them
to initiate the simulation. However, these models need to
be converted into meshes - simplified representations of
geometry using polygons or triangles - before they can
be used in simulation environments. This conversion is
necessary because simulation tools rely on physics en-
gines, which operate with polygonal meshes to compute
collisions and dynamics and do not support[CAD|formats
directly. Additionally, meshes are optimized for real-time
rendering, enabling efficient memory usage and compu-
tational performance, especially in large simulations. It is
necessary to simplify the topology of the converted mesh
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Figure 4: Comparison between the raw mesh (on the left)
and the simplified textured mesh (on the right). They
look similar but the second mesh has much less faces.
To achieve that all the holes in the plate were removed
from the geometry and added to the texture using a nor-
mal map.

to improve the performances of the simulation. Indeed, it
is even recommended to create two simplified versions:
one slightly simplified (< 10000 faces) for the visual and
one very simplified (< 1000 faces) for the bounding ge-
ometry to be used by the physics engine.

Moreover, unlike CAD models, meshes also support tex-
tures and materials, allowing for enhanced visual real-
ism. The conversion process often includes simplifying
unnecessary details from CAD models, such as internal
components or fine features, to ensure the simulation re-
mains computationally feasible while retaining accuracy
for physics interactions. This step is essential for cre-
ating simulation-ready models that are compatible, effi-
cient, and visually realistic. All this process can be per-
formed using Blender [6]. An example of the transfor-
mation from a raw mesh to a simplified texture mesh is
shown in Fig]

Once the visual and the collision meshes are built, the
simulated model can be created. The format in which this
model is written depends on the chosen simulator. In We-
bots, models are described using a hierarchical structure
defined by the PROTO file format, which is a reusable
and modular way to define objects and their properties. A
PROTO file encapsulates the description of a 3D model,
including its appearance, physical properties, and be-
haviour, using a tree-like structure of nodes and fields.
The model can also include scripts, sensors, and actua-
tors for interactive or dynamic behavior. Once created,
the PROTO model can be inserted into a Webots scene
like any other built-in object and it can be further ma-
nipulated or nested within other models to build complex
simulations.

2.4. Use cases
2.4.1. Sensor and actuator dimensioning

The simulation acts as a versatile sand box platform to
test various sensors and actuators characteristics. It can
be used for example to model the intrinsics parameters
(focal length, [Field of View (FoV)| resolution, depth of
field) of an existing camera and check that the optic suits
the requirements for the different steps of the assembly. A

Figure 5: Test of different camera specification res-
olution, focus) in simulation.

comparison of 4 images taken from the same camera pose
but with different specifications is presented in Fig[5]

The simulation can also be used to test different cam-
era angles and ensure the intrinsic parameters allow a
correct visibility of the target. This is typically used to
check if a camera calibration can be done in a constrained
workspace such as the one inside a potential spacecraft.
An example of such a situation is shown in Figl6] An-
other use case for perception testing is the check of the
markers visibility. Indeed, the lightning conditions or the
markers size and pose can easily be changed in a simu-
lated environment.

Apart from the sensor dimensioning for perception appli-
cations, the simulation can also help the operator dimen-

Figure 6: Example of a camera calibration in a con-
strained environment with a lot of obstacles which may
hinder the robot workspace in the context of the HE-
EURISE demonstration.



sion the [Attitude and Orbit Control System (AOCS)| by
computing the torques and forces applied by the robotic
operations on a spacecraft or actuators like arm motors by
assessing the torques required for specific motions dur-
ing the operations. The principle is mostly the same as
for the camera dimensioning: define a set of parameters,
run a simulation, log the sensors data and check if they
meet the expectations. This iterative process helps refine
design and reduce errors when transitioning from a sim-
ulation to a real-world implementation.

2.4.2. Reachability analysis

The simulation allows the operator to test the sequence of
operations and the planned robot trajectories. First, sim-
ulating all steps confirms that the planned oper-
ations are kinematically feasible. The simulation ensures
that a trajectory can be computed for each motion and
that the sequencing of operations is coherent.

Moreover, the simulation may reveal several design flaws
leading to collisions or unreachable configurations. For
instance, the initial placement of the tool dispenser pre-
vented the robotic arm from accessing a specific tool,
while some operations resulted in collisions. Once these
issues were identified, minor modifications were applied
to the hardware design to resolve them.

Figure 7: Interaction between 3 manipulator robotic
arms. Ry holds a green object, R; and Ry respectively
hold a blue and red tool. Ry has one target (blue cross)
to access. While R; is in position, Rs has to move to-
ward multiple goals (red cross). The possible motions
are represented in orange and the doted square represents
the area where the base of R can be fixed.

Concerning reachability, the simulation can highlight
some accessibility issues. As some operations are quite
complex and demand for multiple robots to reach multi-
ple poses, the simulation can help find a solution by test-
ing multiple configuration until finding one that makes
all the operations feasible. Such a situation, faced in
the context of the HE-EURISE project, is represented in

Fig[7] However, such a process is quite time-consuming
and laborious. This is why Magellium developed a tool,
as an addition to the simulation, to automatically find the
robots’configuration which allow them to reach all their
targets. This tool is specific to the situation described in
Fig[7]but it can easily be generalized to other use cases.
Indeed, this tool takes as inputs the robots’URDF de-
scription and the list of targets for each robot which con-
tain the end effector frame, the goal frame and a potential
approach phase. It, then, solves a basin-hopping opti-
mization problem [7] to find the configuration (pose +
joint state) for the first robot Ry which maximizes the
number of targets reached by R; and Rs. To compute if
a target is reachable, this tool solves an
problem using the Pinocchio library [8]] for for-
ward kinematics and a|Quadratic Problem (QP)|solver [9]]
for resolution under constraints (joint limits and limited
workspace of ). This optimization process is presented

in Fig[§]
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Figure 8: Optimization problem diagram. gp, is the con-
figuration of Ry, ¢ is the cost function, I K (R;) is the so-
lution of the [[K| problem for the robot R; with erryx (r,)
the distance between the desired and the reached position
if no solution was found to the @problem.

2.4.3. Realistic representation

One major asset of the simulation is to provide a realis-
tic representation of the system not only for visualization,
as shown in Fig[3] but also for software testing. As part
of the HE-EURISE project, the simulation was developed
to be interfaced with the flight segment software provided
by one of the partner. In that case, the goal of such pro-
cess is to completely replace the real hardware by simu-
lated ones to test the skill libraries. Thus, the definition
of the interfaces is very important to swiftly switch from
the simulated to the real environment.

3. DIGITAL TWIN FOR MISSION MONITOR-
ING

3.1. Concept

As briefly presented in section[I.2.3] the digital twin com-
ponent serves three main purposes. First, its visualization
mode enables the operator to quickly assess the current
state of the Flight Segment and identify any deviations
from the expected behaviour. This function is essential
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Figure 9: Online digital shadow on the right with the run-
ning simulation on the left where the light was switch off
to simulate closed curtains.

for making timely decisions on whether to continue or in-
terrupt ongoing operations. Second, the correction mode
is key for recovery in case of anomalies: it not only up-
dates the simulation with the actual state but also gener-
ates new commands consistent with the current in-orbit
conditions. Finally, the visualization mode also supports
replaying executed operations, compensating for the in-
ability to directly observe the Flight Segment.

3.2. Building process

The digital twin is based on the simulation presented in
section 2] Using the supervisor device in Webots, Magel-
lium developed a tool to both import and export the scene
state as a URDF file.

First, the URDF export from the simulation is used to ini-
tialized the 3D representation of the scene in RViz. This
visualization, named digital shadow, is detailed in sec-
tion[3.3.1} At any time during a demonstration, the state
of this visualizer can also be exported as a URDF file.
Then, the URDF import is used to update the state of the
scene in the simulation. Thanks to this capability, at any
time all elements in the simulator can be teleported to an-
other location in order to make the simualtion state match
with the real system state.

3.3. Use cases
3.3.1. Digital shadow

As part of the in-orbit assembly projects (BPI-
DEMARLUS, HE-EURISE), Magellium was in charge
of the design of the digital twin. This tool was expected
to be a key feature to help the operator to visualize what
happened in orbit and to plan a recovery scenario in case
of unexpected behaviour. Moreover, this tool was also ex-
pected to help the operator to monitor the ground demon-
stration which were planned as part of these projects.
Thus, one important part of the digital twin is a 3D visual-
izer to both display the current state of the demonstrator
for a ground demonstration and the past states of a po-
tential in-orbit demonstrator. This visualizer will be ap-
pointed as digital shadow with online and offline modes
in this manuscript.

Figure 10: Picture of the digital shadow running during
the BPI-DEMARLUS ground demonstration.

Figure 11: Collision visualized in RViz using the offline
digital shadow.

Online mode The goal of the online mode is to show
the operator the current state of the demonstrator in real
time. It should allow the operator to quickly assess
the current situation even without a direct view on the
demonstrator. This will be not only the case in orbit but
also when the demonstrator curtains are closed to mimic
the same illumination condition as in orbit. This mode
displays in RViz the current state of a demonstrator either
real or simulated. The architecture stays the same in both
cases as it is represented in Fig[T2]

Given some inputs detailed in Fig[T2] the digital shadow
will compute in real time the poses of all the objects in
the scene and keep up-to-date the potential attachments.
Thus, the main output of the digital shadow online mode
is the 3D visualization of all the objects in the scene in
real-time. In RViz, the markers corresponding to non-
attached object are grey while those of attached object
are yellow. The visual meshes are plain while the colli-
sion ones are transparent. An example of visualization of
a scene in RViz is shown in Fig[9]

This mode was used during the final demonstration of the
BPI-DEMARLUS project as it is shown in Fig[I0]

Offline mode The goal of the offline mode is to show
the operator the past states of the demonstrator. It should
allow the operator to quickly assess what happened dur-
ing the operations execution. Moreover, it should also
help him to easily spot and analyse unexpected events due
to non-nominal behaviour. This tool is particularly useful
in case of an in-orbit demonstration where the teleme-
try data are only received by batch during the visibility
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Figure 13: Offline digital shadow architecture.

window. Indeed the potential low frequency of visibility
windows could prevent real-time visualization.

Given some inputs detailed in Fig[T3] the digital shadow
can compute for each timestep the poses of all the ob-
jects in the scene and keep up-to-date the potential attach-
ments. It can also detect the potential collisions which
happened during the demonstration. All this data can be
stored for each motion in a XML file. This process is
named preprocessing. Once generated, these motion data
files can be loaded to be replayed. This process is named
replay. It loads all the demonstration in RViz. The user
can use a slider plug-in to move through time, jump from
motion to motion or to the next collision. Collided marker
are red. An example of a collision is shown in Fig[TT]

3.3.2. Recovery

As previously explained, the digital twin can be used for
recovery, this functionality is expected be tested as part
of the HE-EURISE project. The expected workflow of
the Digital Twin during a potential in-orbit mission
will be the following. During visibility windows, sensor
data are collected by the Mission Control[BB] which trig-
gers the validation mode. This mode provides the opera-
tor with the position, velocity and acceleration profiles of
both planned and executed motions for comparison pur-
poses. Based on this analysis along with the replay of
operations using the difital shadow offline mode, the op-
erator can quickly assess whether the planned sequence
should continue.

If the current state of the Flight Segment is deemed unsat-
isfactory, the operator may activate the correction mode.
In this case, a corrective sequence is tested using the Mis-
sion Preparation[BB]with an updated simulation that mir-
rors the actual onboard state. If the correction proves
successful in simulation, a new sequence of operations
is transmitted as commands to resolve the anomaly in or-
bit (illustrated in Fig[I4). Conversely, if the validation
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process is needed to continue the in-orbit ission.
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Figure 15: Digital twin workflow in nominal case, i.e. the
mission unfolded as planned.

mode confirms nominal performance, operations proceed
as initially planned with the trajectories defined during
mission preparation (illustrated in Fig[T3)).

3.4. Sim-to-real gap

One major problem which was faced during the BPI-
DEMARLUS project with the digital twin was the gap
between the simulation, based on the [CAD] models, and
the real demonstration set-up. Indeed, as the set-up is as-
sembled by people, the poses of all elements in the scene
may differ within a few centimeters from the theoretical
poses. This is a known issue called the “’sim-to-real” gap.



Figure 16: Comparison with MeshLab of the recon-
structed mesh of the real setup and the initial model (on
the left) and the reconstructed mesh colorized with the
vertex quality corresponding to the computed distance
with respect to the initial mesh (on the right).

To solve this problem, Magellium is currently working
on the development of a solution to scan the demon-
stration set-up, compute the difference of poses between
the 3D reconstruction of the scene and the original 3D
model and readjust different element poses in the simu-
lated scene. To scan the scene, multiple solutions to build
3D point cloud were considered: LiDAR, stereo-camera,
photogrammetry. Dense LiDAR might be the most accu-
rate solution but LiDARSs are not commonly used in-orbit.
This is why a vision-based method is favoured as the sim-
to-real gap will have to be solved in-orbit for potential
space mission. Thus, as part of the HE-EURISE project,
only stereo-processing and photogrammetry were tested.
As this kind of processes are computationally intensive,
they will not run onboard but will be completed once at
the start of the mission. During operations, updates to the
digital twin will rely solely on telemetry data.

The first tests were performed on a simplified version
of the scene (one robot and stands only) using a ZED-
X camera from Stereolabs [I0]. The 3D reconstruc-
tion using the depth information was completed with the
ZED-SDK, the alignment of this mesh with the original
model was done on Blender and the final comparison be-
tween the two meshes was performed with MeshLab [11]].
Meshlab allows to compute the distance vertex-to-vertex
between two meshes the result is shown on Fig[T6] This
first study demonstrated the feasibility of this method.
Howeyver, it is still to show that the reconstruction’s ac-
curacy is sufficient to detect gaps of 2-5 cm. Better and
more exhaustive datasets need to be acquired to precisely
assess this method’s accuracy. Moreover, photogram-
metry algorithms were run without success on the same
datasets. One hypothesis to explain these failures is that
the acquisition were extracted from a video stream which
may introduce some blur in the images.

4. CONCLUSION

Magellium is currently working on [GATA] an extensive
framework to prepare and monitor in-orbit robotic mis-
sions using simulation means. [GATA]encompasses a dig-
ital twin for monitoring, fault detection and recovery pur-
poses.

Prior to the mission, [GATA] helps operators to design
robotic operations. This mission preparation|BB|includes
a 3D simulator linked to a copy of the flight segment soft-
ware, which can be used to test algorithms for perception
or path planning in a representative simulated environ-
ment.

Another key feature of [GATA] during mission operations
is its digital twin. It allows operators to visualize current
and past states of the flight segment. Telemetry data up-
dates the digital twin during each visibility window, pro-
viding a powerful analysis tool to replay past operations
and detect unexpected behaviours such as collisions. The
simulator, linked to the mission preparation [BB| can then
be used to test new operations before sending commands
to the flight segment, which is crucial in case of devia-
tions from the planned operations. However, the digital
twin might be ineffective without verifying that its initial
state matches reality. Therefore, a sim-to-real alignment
process is planned before operations begin.
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